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Abstract. We look at combining a search-based and memory-based
approach creating a hybrid GA to solve problems with non-stationary

environments. In particular, the memory search hybrid GA (MSHGA)
we present is well suited to deal with non-stationary environments that

are repetitive in nature, i.e. different problem landscapes are repeatedly
seen. The MSHGA is capable of recalling candidate solutions for pre-

viously seen problem landscapes. This ability coupled with the search
based technique of random immigrants causes the MSHGA to outper-

form the SGA and random immigrants GA in our experiments.
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1 Introduction

The genetic algorithm has been widely used for many problems that have sta-

tionary environments. With its population of candidate solutions it should also

provide a good mechanism for solving problems having non-stationary environ-
ments. Recently, there has been much work on adapting the genetic algorithm to

deal with non-stationary environments. Out of this research two main approaches

have emerged, the search-based approach and the memory-based approach [10].
Diversity in a population is what secures its survival in changing environ-

ments. The strong selection pressure of the simple genetic algorithm (SGA)
quickly eliminates diversity in the population. The search-based approach at-
tempts to keep some level of diversity in the population. This added diversity

helps the GA to cope with the changes in environment. There have been many

studies on ways of keeping the population diverse. Cobb introduced the idea of

triggered hypermutation that is activated when a degradation of fitness is mon-
itored for the best candidates in the population [2]. Grefenstette introduced the

idea of random immigrants that uses a partial hypermutation to replace a per-

centage of the population determined by the replacement rate [8]. Ghosh et al.
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is not capable of dealing with the rapidly changing environment. Howcver, it
performed better with the random change than it did with a scheduled change.
The reason for this is that the with a rapid change in environment the SGA's
sclectional pressure was a bit a lower allowing a more diverse population. For the

knapsack problem this added diversity helped to kcep solutions that had high
weights from dominating the population. The problem is that the SGA did not

know which optimum to go toward and instead settled on a suboptimal answer
sornewhere in between. The RIGA performed well, but the extra effort of having

to regain the optimal answer each time caused its performance to be lower than
that of the MSHGA's. Over a longer duration the MSHGA will remain at 100%

optimal while the RIGA will probably stay around 90% optimal.

4 Conclusion and Future Work

In this paper the Memory Search Hybrid Genetic Algorithm was introduced. It

is designed to handle non-stationary environments that are repetitive in nature.

Through experimentation it was shown that the MSHGA outperforms both the

SGA and the RIGA in this task. The MSHGA is made up of a generational
GA with elitism, random immigrants, and an extra set of memory called the
candidate population.

The random immigrants part of the MSHGA is what keeps the population

diverse and drives the search when encountering new problem landscapes. The
candidate population is what ensures that the MSHGA does not have to waste

rebuilding candidate solutions to previously seen problem landscapes. This abil-

ity to recall is what allows the MSHGA to outperform the RIGA over time. Much

research has been done for non-stationary environments, but as far as we know,

little to none has been done for non-stationary environments with repetitive
natures. It seems that in everyday tasks often the same problems are encoun-

tered time and time again. For this purposc the MSHGA was crcated. Over time

the MSHGA will be able to give instantaneous answers to problems that it has

previously seen. For typical genetic algorithms for designed for non-stationary
environments this would be a daunting task.

The candidate population and the ability to recall previously seen environ-

ment changes also points us in the direction of creating an always "on" MSHGA
that can be continuously fed new instances of a problem. For example, imagine a

system that must make choices based on external variables. If the external vari-

ables are finite in nature than over time the MSHGA can learn good solutions

for each set of variables. It then can cither bypass continued exploration and
return a candidate solution instantly or it can continue to work and refine on

the candidate solution. In essence the MSHGA memorizes answers to questions

and is able to instantly recall them in the future. This is partly what we hope

to look at in the future.

Also, we hope to look at not linking exact instances with candidate solutions,

but instead to link abstract settings to candidate solutions. We then may be able

to expand the MSHGA to handle many new situations. For example, in path
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finding instead of linking a grid of terrain to a candidate solution we could instcad
link general information about the environment. This may allow the MSHGA

to learn interesting information about the terrain and use this information for

unseen terrain grids.
One final future application is to use the MSHGA to look at problem in

several different ways and then vote on a best solution overall. For example,

Part-of-Speech tagging, sce (1), could be done using a combination of rule-based,
Hidden Markov Model, and other approaches. Each approach would simply be a
new environment for the MSHGA. At the end of the run of the MSHGA, a voting

mechanism would chose which candidate solution of the different techniques

should be the final answer. The hope is that information from the different
problem landscapes will be shared causing better solutions to be found.

There are many possibilities that the MSHGA allots us. By changing out
the underlying generational GA we can tailor the MSHGA to the problem. The
MSHGA works as well as the RIGA in non-stationary environments. However,

the MSHGA is more capable at dealing with non-stationary environments with
repetitive natures. In the future we hope to expand the experimentation of the
MSHGA to show off its ability at these types of problems.
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